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Abstract – The purpose of this research is to analyze 
the C4.5 and Random Forest algorithms for 
classification. The two methods were compared to see 
which one in the classification process was more 
accurate. The case is the success of university students 
at one of the private universities. Data is obtained from 
the https://osf.io/jk2ac data set. The attributes used 
were gender, student, average evaluation (NEM), 
reading session, school origin, and presence as input 
and success as a result (label). The process of analysis 
uses Rapid Miner software with the same test 
parameters (k-folds = 2, 3, 4, 5) with the same type of 
sample (stratified sample, linear sample, shuffled 
sampling). The first result shows that the sample type 
test k-fold (stratified sampling) achieved an average 
accuracy of 55.76 percent (C4,5) and 5618 percent 
(Random Forest). The second result showed that the k-
fold (linear sampling) sample test achieved an average 
precision of 58.06 percent (C4.5) and 6506 percent. 
(Random Forest).  
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The third result shows that the k-fold test with the 
sampling type has averaged 58.68 per cent (C4,5) and 
60,76 per cent (shuffled sampling) precision (Random 
Forest). From the three test results, in the case of 
student success at a private university, the Random 
Forest method is better than C4.5. 

Keywords – Comparison, Data mining, Classification, 
C4.5, Random Forest, Accuracy. 

1. Introduction

 Data mining is one of the methods used for 
extracting knowledge or finding patterns from large 
data. Data mining is the process of extracting 
important information from data implicit and 
previously unknown [1], [2], [3], [4], [5]. Some of 
the data extraction roles can be played by estimating, 
predicting, classifying, clustering, and assembly [6, 
7], [8], [9], [10]. There are several well-known data 
mining algorithms, including C4.5, Random Forest 
and others [11],[12]. The choice to use the C4.5 and 
Random Forest algorithms is based on several 
reasons, which can both be easily implemented and 
which in the case of classification both produce good 
results [13]. Several previous studies have analyzed 
these two algorithms, for example [14] on the 
performance comparison of decision tree algorithms 
and random forest: application on health expenditure 
songul for OECD countries. Two comparisons of the 
C4.5 and Random Forest methods are presented in 
this paper using 50 trees. The results showed that the 
Random Forest exceeded C4.5, namely AUC = 0.98 
and AUC = 0.90, with classification accuracy. In 
addition, [15] research on the comparison between 
the Decision Tree and Random Forest in Type 2 
diabetes cases. This paper compares the accuracy, 
sensitivity, speciality and area under the ROC curve 
between these two models. The results have shown 
that in terms of accuracy, sensitivity, specificity and 
area within the ROC curve, the Random Forest 
method outperforms C4.5. Further research was 
conducted [16] on rainfall prediction weather data 
analysis using the Rattle-R GUI tool. This paper 
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proposes two algorithms for classification, C4.5 and 
Random Forest. The results show that a smaller 
redistribution error rate than C4.5 is shown in the 
Random Forest algorithm. Lan, 2020 [17] conducted 
a study of the comparison of the decision tree method 
with the Random Forest method to identify the F-
spread. The paper proposes three automatic 
identification processes for F-dispersion by Decision 
Tree, Random Forest, and CNN. The results show 
that the Random Forest method results in the exact 
identification of monograms with the CNN F 
distribution better than that of the Decision Tree 
method. 

 The C4.5 and Random Forests algorithms 
were used mostly in previous studies. However, each 
study cannot determine which model in classification 
is more accurate and faster. This is because previous 
researchers' data sets are not the same, because each 
data treatment is also different. The more complex 
the data, the data noise and the inconsistent data 
naturally affect the performance of the classification 
algorithm [13], [18], [19], [20]. This study aims to 
answer the question, which model is more exact in 
classifying student success in tertiary institutions, 
based on identifying these problems. 
 
2. Methodology 

 

2.1. Dataset Input 
 

In a comparative study of decision tree and random 
forest classification methods, we used the AMIK 
Tunas Bangsa Student dataset of the study (Luvia et 
al., 2017). There are five attributes used as input and 
one attribute used as output. The following attribute 
data is shown in the following table:  
 

Table 1. Predicate of Graduation 
 

Field Name 
Data Class 

Type 
Data Class Used 

Predicate of 
Success 

Nominal 

Cum laude, 
Very Good, 

Good, Enough, 
Less 

Gender Nominal Man / Woman 
Student 
Evaluation 
Average Score 
(NEM) 

Nominal 
NEM ≤ 20, 
NEM> 20 

Lecture Session Nominal 
Morning 
afternoon 
Evening 

School Origin Nominal 
Pematangsiantar

, Outside the 
Region 

Presence Nominal 
Attendance <50, 
Attendance> 50 

 

The dataset used to calculate the algorithm when 
comparing the Decision Tree Classification Methods 
and the Random Forest in the case of student success 
stories can be accessed via the https://osf.io/jk2ac. 

2.2.  Import Dataset 
 

The first thing to do is to import the dataset into the 
RapidMiner software, which is to provide the dataset 
that has been saved in the.xls format. Then import it 
to the Read Excel tool using the Operator menu.  One 
can use the view command to display datasets that 
have been imported into RapidMiner. 
 
2.3.  K-Fold Cross Validation 

 
K-Fold Cross Validation is a method for assessing 

the performance of an algorithm [21]. K is to fold the 
data as much as K and iterate as K so that the 
algorithm has a data accuracy value. The decision 
tree algorithm being evaluated at this point is the 
C4.5 algorithm [7] and the Random Forest [22]. 
What is being done in each model is to make a fold 
and use the best number of folds to assess the validity 
using 5-fold cross-validation in the model [23, 24]. 
The C4.5 algorithm and the Random Forest 
recursively visit each decision node, selecting the 
optimal branch until no more branches are generated. 

 
2.4. The Random Forest 

 

The random forest algorithm estimates the error 
rate more accurately in relation to decision trees [25, 
26]. More specifically, the error rate has always 
converged with the increase in the number of trees 
[22]. The steps in the random forest classification are 
as follows [25]: 

 

a) A set of decision trees has been created from the 
training set. In the present work, 100 trees have 
been grown. 

b) Each tree in the dataset has been grown by 
randomly selecting attributes. 

c) The "m" features are randomly selected from the 
"M" features in the dataset, m = √M is this work, 
where M is the total number of features in the 
dataset. 

d) Attribute selection was done using Gini index 
score between 0 and 1, where 0 indicates the 
most interesting information and 1 indicates the 
least interesting information. 

e) Trees shall be grown to the maximum depth (all 
selected attributes). 

f) When a test instance (obtained from a 10-fold 
cross-validation) was given to a constructed 
random forest, all the trees in the forest will have 
their resultant class. The final class is decided on 
the basis of the majority vote. 

g) The accuracy of the classifier is calculated where 
the accuracy is the percentage of the test set 
correctly classified by the classifier. 

 
2.5. C4.5 Decision Tree Algorithm 

 
C4.5 Decision tree-based upon ID3 Decision Tree 

is expanded, and does not directly use information 
gain, but adds gain as one of the best partition 
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standard attributes is selected [27]. In this case, C4.5 
uses the expected class value to create a higher tree 
decision node [1]. 

 
3. Results and Discussion 

 

The comparative analysis design process of the two 
classification methods (C4.5 and Random Forest) 
uses the help of the Rapid Miner cross validation 
software (k-fold = 2, 3, 4, 5) where the results of the 
two methods are compared to the accuracy values of 
the classification results. The following is a model 
created with the Rapid Miner software. 

 
3.1. Creating a C4.5 Model Tree with Cross 

Validation 
 

In making the C4.5 model using the RapidMiner 
software, the data entry process uses an import 
dataset (.xls) where after importing the dataset; the 
role set process is carried out to determine the output 
of the classification model created. In this case the 
output attribute is Predicate of Success (Table 1). 
The testing process uses cross validation with k-fold 
= 2, 3, 4, 5. For training and testing the same 
parameters were used, namely: 

 

a) maximal dept : 10 
b) apply pruning : confidence= 0.1 
c) minimal gain : 0.01 
d) minimal leaf size : 1 
e) minimal size for split : 1 
f) number of prepuning : 1 
 

The following is the design of the C4.5 model 
using cross validation as shown in Figure 1. 
 

 
 

(a) 
 

 
 

(b) 
 

Figure 1. The C4.5 Model Tree with Cross  
Validation (a)(b) 

 

3.2. Creating a Random Forest Model with Cross 
Validation  

 
The data entry process uses an import dataset (.xls) 

to create the Random Forest model using the 
RapidMiner Software, where the role set process is 
performed after importing the dataset to determine 
the output of the classification model. In this case the 
output attribute is a success indicator (Table 1). The 
test process uses k-fold = 2, 3, 4, 5 for cross-
validation. For training and testing with the same 
parameters: 

 

a) maximal dept : 10 
b) apply pruning : confidence= 0.1 
c) minimal gain : 0.01 
d) minimal leaf size : 1 
e) minimal size for split : 1 
f) number of prepuning : 1 

 

The following is the design of the Random Forest 
model using cross validation as shown in Figure 2. 
 

 
 

(a) 
 

 
 

(b) 
 

Figure 2. The Random Forest Model Tree with Cross 
Validation (a)(b) 

 

3.3. Results of Model Tree C4.5 with Cross 
Validation 
 

Following are the results of the analysis of the 
C4.5 method based on different sampling types with 
predetermined cross validation as shown in the 
following table: 

 

Table 2. sampling type use stratified sampling  
 

Method Cross Validation accuracy 

Decision Tree 

K-Folds= 2 26.67 percent 
K-Folds= 3 72.22 percent 
K-Folds= 4 70.83 percent 
K-Folds= 5 53.33 percent 

Average 55.76 percent 



TEM Journal. Volume 11, Issue 1, pages 316‐322, ISSN 2217‐8309, DOI: 10.18421/TEM111‐39, February 2022. 

TEM Journal – Volume 11 / Number  1 / 2022.                                                                                                                            319 

In Table 2 the highest accuracy value is in cross 
validation with (k-folds = 3) which is 72.22 percent. 
The mean score for accuracy was 55.76 percent. 

 

Table 3. sampling type use linear sampling 
 

Method Cross Validation accuracy 

Decision Tree 

K-Folds= 2 36.67 percent 
K-Folds= 3 72.22 percent 
K-Folds= 4 50.00 percent 
K-Folds= 5 73.33 percent 

Average 58.06 percent 
 

In table 3 the highest accuracy value is in cross 
validation with (k-folds = 5) which is 73.33 percent. 
The mean score for accuracy was 58.06 percent. 

 

Table 4. sampling type use shuffled sampling 
 

Method Cross Validation accuracy 

Decision Tree 

K-Folds= 2 36.67 percent 
K-Folds= 3 72.22 percent 
K-Folds= 4 62.50 percent 
K-Folds= 5 63.33 percent 

Average 58.68 percent 
 

In Table 4 the highest accuracy value is in cross 
validation with (k-folds = 3) which is 72.22 percent. 
The mean score for accuracy was 58.68 percent. 

 
3.4. Results of the Random Forest Model with Cross 

Validation 
 

The results of the Random Forest method analysis 
based on different sample types with pre-determined 
cross-validation as shown in the table below are as 
follows: 
 
Table 5. sampling type use stratified sampling 
 

Method Cross Validation accuracy 

Random Forest 

K-Folds= 2 36.67 percent 
K-Folds= 3 72.22 percent 
K-Folds= 4 62.50 percent 
K-Folds= 5 53.33 percent 

Average 56.18 percent 
 
The highest accuracy in the Random Forest model 

test in Table 5 is in cross-validation with (k-folds = 
3) 72.22 percent. The mean accuracy score was 56.68 
percent. 

 

Table 6. sampling type use linear sampling 
 

Method Cross Validation accuracy 

Random Forest 

K-Folds= 2 57.67 percent 
K-Folds= 3 63.89 percent 
K-Folds= 4 75.33 percent 
K-Folds= 5 63.33 percent 

Average 65.06 percent 
 

The highest accuracy in the Random Forest model 
test in Table 6 is in cross-validation with (k-folds = 

4) 75.33 percent. The mean accuracy score was 65.06 
percent. 
 
Table 7. sampling type use shuffled sampling 
 

Method Cross Validation accuracy 

Random Forest 

K-Folds= 2 53.33 percent 
K-Folds= 3 72.22 percent 
K-Folds= 4 54.17 percent 
K-Folds= 5 63.33 percent 

Average 60.76 percent 
 

The highest accuracy in the Random Forest model 
test in Table 7 is in cross-validation with (k-folds = 
3) 72.22 percent. The mean accuracy score was 60.76 
percent. 

 
3.5. Discussion 

 

A summary and graph of the accuracy values for 
the two methods at different sampling types can be 
seen in the following table and figure: 
 
Table 8. Accuracy values for both methods on the 
sampling type use stratified sampling 
 

Method 
K-Folds= 

2 
K-Folds= 

3 
K-Folds= 

4 
K-Folds= 

5 
Random 
Forest 

36.67 
percent 

72.22 
percent 

62.50 
percent 

53.33 
percent 

Decision 
Tree 

26.67 
percent 

72.22 
percent 

70.83 
percent 

53.33 
percent 

 

 
 

(a) 
 

 
 

(b) 
 

Figure 3. Graph The accuracy value of both methods on 
the sampling type use stratified sampling (a)(b) 
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It can be explained in Table 8 and Figure 3 that the 
Random Forest method is better than the C4.5 
method when using a stratified_sampling type 
sample with 56.18 percent exactness. 
 
Table 9. Accuracy values for both methods on the 
sampling type use linear sampling 
 

Method 
K-

Folds= 2 
K-Folds= 

3 
K-Folds= 

4 
K-

Folds= 5 
Random 
Forest 

57.67 
percent 

63.89 
percent 

75.33 
percent 

63.33 
percent 

Decision 
Tree 

36.67 
percent 

72.22 
percent 

50.00 
percent 

73.33 
percent 

 

 
 

(a) 
 

 
 

(b) 
 

Figure 4. Graph The accuracy value of both methods on 
the sampling type use linear sampling (a)(b) 

 

It can be explained in Table 9 and Figure 4 that the 
Random Forest method is better than the C4.5 
method when using a linear sampling type sample 
with 65.06 percent exactness. 
 
Table 10. Accuracy values for both methods on the 
sampling type use shuffled sampling 
 

Method 
K-Folds= 

2 
K-Folds= 

3 
K-Folds= 

4 
K-Folds= 

5 
Random 
Forest 

53.33 
percent 

72.22 
percent 

54.17 
percent 

63.33 
percent 

Decision 
Tree 

28.33 
percent 

44.44 
percent 

58.33 
percent 

46.67 
percent 

 

 
 

(a) 

 
 

(b) 
 

Figure 5. Graph The accuracy value of both methods on 
the sampling type use shuffled sampling (a)(b) 

 
It can be explained in Table 10 and Figure 5 that 

the Random Forest method is better than the C4.5 
method when using a linear sampling type sample 
with 60.76 percent exactness. 
 
4. Conclusion 

 
On the basis of the results of the research, it is 

explained that the Random Forest method in terms of 
classification accuracy using cross validation is better 
than the C4.5. The first result shows that the test type 
k-fold (stratification) of the sample achieved a mean 
precision of 55.76% (C4.5) and 5618% (Random 
Forest). The second result demonstrated that the k-
fold (linear sample) test achieved an average 
accuracy of 58.06% (C4.5) and 6506%. (Forest 
Random). The third finding shows that a k-fold test 
has an average of 58.68% (C4.5) and 60.76% 
(shuffled) precision (Random Forest). Of the three 
test results, the Random Forest method is better than 
C4.5 in the case of student success at a private 
university. 
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